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Intended Learning Outcomes |

Intended Learning ILO-2
Outcomes (ILO) and
Performance Indicator
(PI)

Mastering mathematical concepts and applications (real analysis, advanced linear algebra, and statistics)
in solving complex mathematical problems
PI-1: An ability explain mathematical concepts (Real Analysis, Advanced Linear Algebra, and Statistics).

PI-2: An ability to identify complex mathematical problems.
PI-3: An ability to solve complex mathematical problems.

ILO-3

Comprehensive mastery of one or several theories for development in the fields of analysis, algebra,
applied mathematics, statistics and combinatorial mathematics.

PI-1: An ability to identify theories used in related mathematical problems.
PI-2: An ability to apply theories for advancement in related fields (advanced theory).

PI-3: An ability to use advanced theory to solve related mathematical problems.

Course Learning Outcomes |

1

An ability to understand/solve problems and properties in vector space (ILO-2: P1-1, PI-2, PI-3, ILO-3:

P1-1, PI-2, PI-3)



https://sci.ilearn.unand.ac.id/

An ability to understand/solve problems and properties of eigenvalues and eigenvectors (ILO-2: P1-1,
2 PI-2, PI-3, ILO-3: P1-1, PI-2, PI-3)

An ability to understand/solve problems and properties of linear transformations (ILO-2: P1-1, PI-2, PI-3,
3 ILO-3: P1-1, PI-2, PI-3)

An ability to solve problems and properties in quotidian spaces and isomorphism theorems (ILO-2: P1-1,
4 PI-2, PI-3, ILO-3: P1-1, PI-2, PI-3)

Brief Description

In this course, mathematical concepts will be discussed in the form of definitions and mathematical properties in
the form of lemmas and theorems related to Linear Algebra, which include: vector spaces and subspaces, the basis
of a vector space, eigenvalues and eigenvectors, diagonalization, and transformations. linear and representational
matrices, quotidian spaces and isomorphism theorem.

The learning method in this course is face to face

Course Materials

1. Vector Space
2. Eigenvalues and Eigenvectors
3. Linear Transformation

References

Main: |

1. Steven Roman, Advanced Linear Algebra, Springer Science+Business. 2008

Additional: ‘

2. Hugo, J]. Woerdeman, Advanced Linear Algebra, 2rd eds. Taylor & Francis Group , New York, 2016.
3. Bruce, N. Cooperstein, Advanced Linear Algebra, Taylor & Francis Group , New York, 2015

Learning Media

Software: Hardware:
e LMS Unand e Computer/Laptop
(http:/ /fmipa.ilearn.unand.ac.i e Smartphone
d/)
e Zoom meeting
e Whatsapp



http://fmipa.ilearn.unand.ac.id/
http://fmipa.ilearn.unand.ac.id/

Team Teaching 1. Prof. Dr. Admi Nazra
2. Dr. Yanita

Assessment Homework, Quizzes, Mid-Term exam, Final exam

Required courses

https:/ /akademik.unand.ac.id/images/2022-03-
30%20Peraturan %20Rektor % 20Nomor %207 %20Tahun %202022 % 20Penyelengearaan % 20Pendidikan-
khusus %20Bab %20I1.pdf

Academic Norms

Weekly Study Plan
Activities/Forms of Learning
[Time estimated]
Weel/ Course Indicator Assessment Synchronous* Asynchronous** Subject, Weight
Meet Outcomes . references
1 ) ©) (4) Face to face Face to face Media 10 (11)
(1) 2) . . Individual Collaboration (10)
Offline Online ) ®) 9)
6) (6)
1 An ability to | e The e Non Test: | Teaching and Teaching and e Students read PPT e Lecture 9%
understand accuracy in | Homewor | discussion: discussion: and study I learn Contract
/solve proving a k1:4% e introduction | @ introduction learning (LMS (SSP)
problems nonempty of RPS of RPS materials Unand) e Theory
and setis a . . . Review
Mid- e Explanation | e Explanation
properties in vector * E id tfm? b . b . ® Students do - Group
xam: 5% of Learning of Learning assienments
vector space ) ) & Certain theory
Material Material ind dentl ( o
spaces e Accuracy Independently condition Field
in proving e Task e Task s Zoom Ring
a subset is Description Description meeting Theory
a subspace e Assessment | e Assessment WA ' —Functi
of vector Explained Explained group, on
space. learning - Element
e Accuracy video) ary Line
in proving



https://akademik.unand.ac.id/images/2022-03-30%20Peraturan%20Rektor%20Nomor%207%20Tahun%202022%20Penyelenggaraan%20Pendidikan-khusus%20Bab%20II.pdf
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Theorem [1x3 x50 [1x3 x50 Operati
Suppose the menit] menit] ons
vector space - Determi
over the field . (Certain nants of
A nonempty conditions: Total matrices
setisa blended learning : - Inverse
subspace of if 50%) Matrix
and only e Main
ifVFS c VV Material
The set is - Vector
closed to the space
summation, - Subspac
i.e. if then eofa
.S51,5, € Ss1 + vector
s €S space
The set is
closed to the [1]
scalar
multiplication
,1.e.if and
then .Sr €
FseSrses
e Accuracy |Mid-term Teaching and Teaching and e Students read PPT Lattice 5%

An ability to in proving | Exam: 5% | discussions: discussions: and study I learn subspace

understand | Proposition e Explanation | e Explanation learning (LMS

/solve Suppose and . . . [1]
. of Learning of Learning materials Unand)

problems is a vector ] ]

and subspace of , Material Material e Students do

properties in | then STV is a e Task e Task assignments . e

vector subspace of Description Description independently ertain

spaces SNTVisa conditio

subspace of

ns: Zoom




S+T={s€
S,tEeTW
e Accuracy
in proving
Proposition
If, then the
subspace of ,
and the
largest lower
bound of and
isS, T €
sHSN
TVSTglb{S, T} -
SNT
If , then is the
subspace of
and the
smallest
upper bound
of and is
S,T eSS +
TVSTIub{S, T} =
S+T

[1x3x50
minutes]

[1x3x50
minutes]

(Certain

conditions: Total
blended learning :

50%)

meeting,
WA
group,
learning
video)

An ability to
understand
/solve
problems
and
properties in
vector
spaces

e The
accuracy of
proving one
vector is a
linear
combination
of one or
more other
vectors.

Non-Test
Homework
2:4%

Mid-term
Exam 3%

Teaching and

discussions:

Explanation
of Learning
Material
Task
Description

e Teaching and
discussions:

e Explanation
of Learning

Material
e Task

Description

Students read
and study
learning
materials
Students do
assignments
independentl

y

PPT

I learn
(LMS
Unand)

o (Certain
conditio
ns:

Linear
combinati
on
Builder
set (span)
Linear
Free

7%




e Accuracy in
proving one
vector or
several
vectors is a
builder in a
vector space

e The
accuracy of
proving one
or more
vectors is
linearly
independen
t or linearly
dependent

e Accuracy in
proving the
nature of
the
relationship
of the set of
builders and|
linear free,
that is,
proving

Theorem

Suppose the

subset is

nonempty in.

Then the

following

[1x3x50
minutes]

[1x3x50
minutes]

(Specific
conditions: Total
blended learning :
40%)

Zoom
meeting,
WA
group,
learning
video)




statement is

equivalent:S #

{oyv

1. is linearly
freeS

e Each
nonzero
vector is a
single linear
combination
of vectors in
.V E
span(S)S

e No vector in
is a linear
combination
of other
vectors in
SS

Theorem

Suppose the

vector space

over the field

and the set of

vectors in .

The following

statement is

equivalent:

VFSV

S is linearly
free and is a
span of .SV




For each
vector, there
is a single
set of vectors
together
with a single
set of scalar
finitev €
Vv, vy, ..., 0,
Sry, 1, 1y €
F

v
=nrv;+nv,
+ o+ Ty,

3. Suppose,
then the
building set
is minimal if
any subset
of isnot a
span .V =
span(S)SSV
4. Suppose,
then the
linearly free
set is
maximum,
if any super-
true set of
depends
linearly.V =
span(S)SS




An ability to
understand
/ solve
problems
and
properties in
vector
spaces

The accuracy
in proving
a set of
vectors in a
vector
space is the
basis

Accuracy in
proving

Theorem

Suppose the

vector space

and .

Suppose is a

linearly free

set in and is
the set of
builders in
which

contains .

Then there is

a base in with

Particularly:

Vv +

{OMVSVIBVI

Bcs.

Any vector
space,
except the
vector
space has a
base.{0},

Mid-term
Exam: 5%

Teaching and
discussions:

Explanation
of Learning
Material

[1x3x50
minutes]

Teaching and
discussions:

Explanation of
Learning
Material

[1x3 x50
minutes]

(Specific
conditions: Total
blended learning :
40%)

Students read
and study
learning
materials

PPT

I learn
(LMS
Unand)

(Certain
conditio
ns:
Zoom
meeting,
WA
group,
learning
video)

Basis

Dimension

5%




Any linear
free
repertoire is
loaded in
the basel/

Any builder
setin,
loads the
base.V

Accuracy in
proving

e Suppose a
V vector
space and
assume
that the
vectors are
linearly
free, and
the vectors
span from .
So.

V1, V9, ..., UpU|

m

An ability to
understand
/solve
problems
and
properties in

® Accuracy
in proving
that a
vector
space is a
direct sum

e Accuracy
in proving

Non-Test
Homework
3:2%

Mid-term
Exam : 5%

Teaching and
discussions:
Explanation of
Learning
Material

Teaching and
discussions:
Explanation of
Learning
Material

Task Description

e Students read
and study
learning
materials

e Students do
assignments
independently

PPT

I learn
(LMS
Unand)

o (Certain
conditio

e Direct su
on vector
space

e Row
space and
column
space'

8%




vector
spaces

Theorem
Suppose a
subspace of a
vector space .
For, , the
form . Then if
and only if
fulfilled:
U, Uy, ..., U, Vi ¢
NI<i<
kW; =
Yz UV =
U © U0, ®
.. D Uy
V= U1 + U2 +
et Uy
Uinw; = {0}
for
each i
e Accuracy
in proving
Theorem
Suppose and
are subspaces
of vector
spaces . So
STV
dimdim (S) +
dimdim (T) =
dimdim (S +
T) +dim(Sn

()

Task
Description

[1x3x50
minutes]

[1x3x50
minutes]

(Specific
conditions: Total
blended learning :
40%)

ns:
Zoom
meeting,
WA
group,
learning
video)

e Null
space




Specifically, if
is the
complement of
,then TS

dim dim (S) +
dimdim (T) =
dimdim (V)
that is
dimdim (S ®
T) =

dim dim (S) +
dim dim (T)

e Accuracy
in
determini
ng vector
coordinate
s from
those
associated
with
ordered
bases (by
changing
the vector
sequence)
vB

e Accuracy
in proving

Theorem
Suppose the
base is ordered
in




dimensioned .
Suppose and .
SoB =
(v, vy, o, V)V
VreF

[0+ 0]y

= [ulp + [v]p
[rv]lp = r[v]p

e Accuracy
in
determinin
g the row
space,
column
space and
nul space
of a matrix,
along with
their bases

e Accuracy
in
determinin
g the rank
and nullity
of a matrix

e Accuracy |Non-Test Teaching and Teaching and e Students read PPT e Characteristf 7%
An ability to in Homework | discussions: discussions: and study I learn ic
understand /|  determinin | 4. 59 polynomial
solve g s

problems eigenvalue e Eigen

Explanation of | Explanation of learning (LMS
Learning Learning materials Unand)
Material Material




and
properties in
eigenvalues
and
eigenvectors

sand
eigenvector
sina
matrix
e Accuracy
in proving
Theorem
Suppose is an
eigenvalue -
an eigenvalue
that differs
from a matrix.
Then the
eigenvectors
associated
with each of
these
eigenvalues
are linearly
free, that is, if
, then the set
is linearly

free.
A, A AE
Mn(F)vi €

Ep{v1, v, ..., U]
Accuracy in
determining
the algebraic
multiplicity

and geometric

Mid-term
Exam : 3%

Task
Description

[1x3x50
minutes]

Task Description

[1x3x50
minutes]

(Specitic
conditions: Total
blended learning :
50%)

e Students do
assignments
independently

o (Certain
conditio
ns: Zoom
meeting,
WA
group,
learning
video)

value than
vector
eigen




multiplicity of
an eigenvalue

An ability to
understand /
solve
problems
and
properties in
eigenvalues
and
eigenvectors

e Accuracy in
determining
the
invertible
matrix that
diagonalizes
the matrix
PA

e Accuracy in
determining
digonalized
and non-
diagonaliza
ble matrices

® Accuracy in
proving

Theorem

If the matrix ,

then the

following two
statements are
equivalent:

An Xn

The matrix

can be

diagonalized

A

The matrix

has an

eigenvector

° Non
Test:

Homework

5:5%

e Mid-term
Exam: 4%

Teaching and
discussions:
Explanation of
Learning
Material

Task
Description

[1x3 x50
minutes]

Teaching and
discussions:
Explanation of
Learning
Material

Task Description

[1x3 x50
minutes]

(Specific
conditions: Total
blended learning :
50%)

Students read
and study
learning
materials
Students do
assignments
independently

PPT

I learn
(LMS
Unand)

o (Certain
conditio
ns:
Zoom
meeting,
WA
group,
learning
video)

Diagonalizat
ion

9%




that is linearly
freeAn
e Accuracy
in proving
Theorem
Suppose,
then a matrix
can be
realized if and
only if the
geometric
multiplicity of
each of its
eigenvalues is
equal to its
algebraic
multiplicity.
A€M, (F)A
e Accuracy
in proving
Theorem
Suppose and
suppose the
roots are in
linear roots
(of degree
1).A €
My (F)Cy (x)
A matrix is
diagonalized
if and only if
the sum of the




geometric
multiplicity of
eigenvalues is
An.

If the
geometric
multiplicity of
any
eigenvalue of
is equal to the
algebraic
multiplicity, it
is
diagonalized.
AA

If all the roots
of are
different (i.e.
each of their

algebraic

multiplicity is

1), then they

are

diagonalized.

Ca(x)A

Mid-Exam

e Accuracy |eNonTest |Teachingand Teaching and e Students read PPT Linear 8%
An ability to in proving | Homewor | discussions: discussions: and study I learn transforma
understand a k6:4% Explanation of | Explanation of learning (LMS tion
/solve transform Learnin Learnin materials Unand) Type of
problems ation is . & . & linear
and linear Material Material transforma




properties in
linear
transformati
ons

Teorema

1

2)
3)
4)

Teorema

Theorem 2.2 Ler V and W be
basis for V. Then we can define,
specifving the values of Tv, arbitra
linearity, that is,

This process defines a unique linea
satisfy Tv; = ov; for all v; € B then

The set L(V ,W) is a vector
and scalar multiplication of fur
Ifoe L(U,V)andT € L(V,
Ifr € L(V,W) is bijective thej
The vector space L(V) is an d
of functions. The identity map
the zero map () € L(V) is the af

Accuracy
in proving
the
properties
of the
himpunan
linear
transform
ation, i.e.
accuracy
in proving

vy + - + anty)

Accuracy
in
determini
ng the
kernel
and
image of
a linear
transform
ation.
Accuracy

in

7! €

e Final

Exam : 4%

space under ordinary addition o
tions by elements of F.
V'), then the composition To is in

LWw,v)

igebra, where multiplication is cd
v € L(V) is the multiplicative ia
ditive identity

ctor spaces and let B = {v,; | i {
a linear transformation T € L(
ily for all v; € B and extending

a Ty e+ a7,

" transformation, that is, if 7,0 €
o.

functions
Lw,w)

tmposition
entity and

I} bea
W) by
to V' by

L(V, W)

Task
Description

[1x3x50
minutes]

Task Description

[1x3x50
minutes]

(Specitic
conditions: Total
blended learning :
50%)

e Students do
assignments

independentl

y

o (Certain
conditio
ns: Zoom
meeting,
WA
group,
learning
video)

tion :
endomorfi
sma,
monomorf
isma,
epimorfis
ma,
isomorfis
ma




proving
propertie
s in the
type of
linear
transform
ation,
namely
Theorem

Theorem 2.3 Letm € L(V
1) 7 is surjective if and on
2) T isinjective if and onl

W). Then
v ifim(7) = W
ifker(7) = {0}

10

An ability to
understand/
solve
problems
and
properties in
linear
transformati
ons

e Accuracy
in
determini
nga
linear
transform
ation is
bijective
(isomorp
hism)

e Accuracy
in
proving
the
propertie
s of
isomorph
ism,
namely

Teorema

Non Test
Homework

7:4%

Final Exam :

4%

Teaching and
discussions:
Explanation of
Learning
Material

Task
Description

[1x3x50
minutes]

Teaching and
discussions:
Explanation of
Learning
Material

Task Description

[1x3x50
minutes]

(Specific
conditions: Total
blended learning :
50%)

Students read
and study
learning
materials
Students do
assignments
independentl

y

PPT

Ilearn
(LMS
Unand)

o (Certain
conditio
ns: Zoom
meeting,
WA
group,
learning
video)

Kernels
and
images
Kernel
and
image
associatio
ns with
linear
transform
ation

types

8%




Theorem 2.4 Let 7 € L(V, W) be

1) S spans V ifand only if 7S spi

2) S is linearly independent in V
w

3) S isabasis for V ifand only i

Theorem 2.5 A linear transforma
only if there is a basis B for V fol
maps any basis of V to a basis of W

Pty 0

e Accuracy
in
determini
ng the
rank and
nullity of
a linear
transform
ation

e Accuracy
in
proving
the
nature of
rank and
nullity,
namely

Theorem 2.8 Let 7 € L(V,W).
1) Any complement of ker(r) is isom|
2) (The rank plus nullity theorem)

dim(ker(7)) +
or, in other notation,

tk(7)

Sy

1

n isomorphism. Let S C V. Then
ns W.

if and only if 7S is linearly indey
S is a basis for W.0O

on 7€ L(V, W) is an isomorph

which 7B is a basis for W. In 1

.a

lor spaces over I'. Then V = W

piphic to im(T)

dim(im(7)) = dim(V')

ull(r) = dim(V)

tendent in

sm if and
is case, T

“and only

11

An ability to
understand/
solve

e Accuracy
in
determini

ng

Non Test
Homework

8:4%

Teaching and
discussions:

Teaching and
discussions:

Students read
and study
learning
materials

PPT

Standard
matrix

8%




problems standard | Final Exam : | Explanation of |Explanationof |e Studentsdo I learn
and matrices | 4% Learning Learning assignments (LMS
properties in bagec! on Material Material independentl Unand)
linear definition .
. Task Task Description y
transformati S D o
ons e Accuracy escription o (Certain
in conditio
proving ns: Zoom
propertie [1x3 x50 [1x3x50 meeting,
5 on minutes] minutes] WA
standard group,
matrices (Spec1f1c learning
o A " i
inccuracy conditions: Total video)
proving blended learning :
50%
theorems °)
1 At amom e over e =4 € £, )
2y Ift e L(F", F™) then 7 = 14, Where
A=|(re,
The marrix A is calied the matrfx of 7.
Theorem 2.11 Let A be an m x n matriy over F.
1) 74 F" — F™ is injective if and only if tk(A) = n.
2) 14 F" = F™ is surjective if and onfy if tk(A) = m.

12 Accuracy in | Final exam: | Teaching and Teaching and Students read PPT Transition| 6%
An ability to | determinin | 6% discussions: discussions: and study I learn matrix
understand /| g the learning (LMS Matriks
solve matrix of Explanation of | Explanation of materials Unand) similar
problems related Learning Learning
and o representati Material Material
propertiesin | ons of a e (Certain
linear linear conditio
transformati transformat ns:
ons ion related [1x3 x50 Zoom

to each minutes] meeting,




ordered
base on
domain
vector
space and
codomain
vector
space

the map that takes [rig to [vle is
operator (or change of co
F_it has the form

4

We denote A by Mg and call it the change of]

Accuracy in
determinin
g transition
matrices,
based on

Hence

and Mg = My
e Accuracy
in
determinin
g two
similar
matrices

ooy’ hnd i called the change of basis
of). Since o is an operator on

asis matrix from 5 to C

d bases for a vector space
is an automorphism of F*,

[1x3x50
minutes]

(Certain
conditions: Total
blended learning :
50%)

WA

group,
learning
video)




13 Accuracy in | Final exam: |Teaching and Teaching and Students read PPT Representatio| 6%
An ability determining | 6% discussions: discussions: and study I learn n matrix
to the matrix _ Explanation of |Explanation of | learning (LMS
understand represgntatlo Learning Learning materials Unand)

/solve n of a linear ) ]

problems transformati Material Material

and on with an e (Certain

properties ordered base conditio

in linear defined in [1x3 x50 ns:

transformat | each vector minutes] [1x3 x50 Zoom

ions space minutes] meeting,

WA

(Certain group,
conditions: Total 1garnmg
blended learning : video)
50%)

14 e Accuracy in | e Non Test |Teaching and Teaching and e Students read PPT Quotient 7%
An ability to |  determining | Homewor | discussions: discussions: and study I learn space
solve the H.IOd k9:4% Explanation of | Explanation of learning (LMS
przblems quotlent. Learning Learning materials Unand)

;rrloperties in fﬁjiee; t(olrs ° Ie:ir;i . Material Material e Stu.dents do

quotient space and is 27 1 Task Task Description assignments o (Certain

spaces and a subspace Description independently conditio

isomorphis of .VSVSV ns: Zoom

m theorems | ® Accuracy in meeting,

proving [1x3 x50 [1x3 x50 WA
minutes] minutes] group,

learning

video)




Thewem 81.0ir b snbpice of V. T ey v

(Specific
conditions: Total

e blended learning :
77777 50%)

15 Accuracy | e NonTest |Teaching and Teaching and ® Students read PPT The main 7%
An ability in proving Homewor | discussions: discussions: and study I learn theorem of
to solve the k10:4% | Explanation of | Explanation of learning (LMS isomorphism
problems universal . . . s

Learning Learning materials Unand)
and nature of . ] ]
. e Final Material Material ® Students do
properties the i .
in quotient quotient g);am : Task Task Description assignments * (Cert.al.n
spaces and space ° Description independently conditio
isomorphis Accuracy ne: Zf)om
m in proving me:tmg,
theorems the main w
isomorphis minutes] minutes] lgarnlng
ms video)
e Accuracy (Specific
in proving conditions: Total
blended learning :

Theea 34 ¢

50%)




Total Weight

100%

16 FINAL EXAM

1 credit = 50 minutes face-to-face meeting, 60 minutes structured study, 60 minutes independent study

Each meeting duration is 3 credits = 3x50 minutes

Indicators, Criteria, and Assessment Weights

1. Assessment weight for each Assessment

NO Assessment Weight (%)
1 Mid-Term Exam 20
2 Final Exam 20
3 Homework 10
4 Final Project 50




TOTAL

100

2. Assessment weight for Intended Learning Outcome

e CLO-1:16 %
e CLO-2:20 %
e CLO-3:20 %
e CLO-4:20 %
e CLO-5:20 %

Assessment Plan Table:

Task: 40%
Midterms: 30%

Final Semester Exam: 30%

Assessment Plan Table::

No. Learning Outcomes

Weight (%)

Task (%)

Mid (%)

Final (%)

Total




Able to understand / solve problems and properties in

Task 1: 4

vector spaces (CP2: P1-1, PI-2, PI-3, CP3: P1-1, PI-2, PI- Task 2: 4 18 28
3) Task 3: 2
Able to understand / solve problems and properties in Task 4: 5 1 9
eigenvalues and eigenvectors (CP2: P1-1, PI-2, PI-3, Task 5: 5
CP3: P1-1, PI-2, PI-3)
Able to understand / solve problems and properties in Task 6 4(T™)
linear transformations (CP2: P1-1, PI-2, PI-3, CP3: P1-1, Task 7: 4 (Kindergarten) 16 28
PI-2, PI-3) Task 8 : 4 (TM)
Able to solve problems and properties in quotient Task 9: 4(TM) 14 o~
spaces and isomorphism theorems (CP2: P1-1, PI-2, PI- Task 10: 4 (Kindergarten)
3, CP3: P1-1, PI-2, PI-3)

Total 40 30 30 100




